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The need

Introduction to Parallel Processing (BGU-ECE)

e Limited office hours: 1 hour per week

e This system availability: 24x7x365

e Smart agent trained on the specific course
materials as opposed to commercial tools

e Privacy is kept if that is an issue

e Open source (no licensing, no fees), can
operate from a departmental server

e Can be generalized to any kind of material
(PDF, PPT, DOC, TXT, MD, ...)

e Can serve any course



http://tel-zur.net/teaching/bgu/ipp

What is RAG?

Credit: “A Simple Guide to
Retrieval Augmented
Generation” by Abhinav Kimothi
Manning Publications 2025
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. sirallelPréCessing
The solution

Telegram:
@ParallelProcessing

X Bot Info

ParallelProcessing

@ ParallelProcessingBot

Username

daemon manages the job queue.

Sources: PP2025B.pdf#c355, PP2025B.pdf#c356,
PP2025B.pdf#c357

what is the purpose of Universe = Vanilla in HTCondor submit

file?

The purpose of Universe = Vanilla in HTCondor submit file is to
specify that the jobs in the submit file should be submitted to the
default universe, which is the vanilla universe.

Sources: Parallel_programming.pdf#c195,
Parallel_programming.pdf#c155, PP2025B.pdf#c429 14:46

What is the meaning of #pragma omp parallel for ?

#pragma omp parallel for is a directive used in C/C++ to create
multiple threads and execute a loop in parallel. It has the format
#pragma omp parallel for and is contained in #pragma
statements.

Sources: PP2025B.pdf#c269, PP2025B.pdf#c272,
PP2025B.pdf#c270 1447 @
What is the meaning of Work Sharing in OpenMP?

Work Sharing in OpenMP refers to the ability to divide a program
into smaller tasks that can be executed in parallel by multiple
threads. This is achieved using OpenMP directives such as
parallel, for, and while loops, which distribute the work among the
threads in the team. The results of each task are combined using
reduce or combine clauses to produce the final output.

Sources: Parallel_programming.pdf#c1428,
Parallel_programming.pdf#c854, PP2025B.pdf#c268 14:47
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System Architecture
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Performance

H/W

Asus TUF F17

S/IW

19 CPU, 32GiB
Nvidia, RTX 4060 GPU

Ubuntu 24.04,

Docker & docker compose

Nvidia CUDA container toolkit
mistral-7b-instruct-v0.1.Q4_K_M:
4-bit K-Quantization, Medium variant

Benchmark
Tokens per Second (TPS): ~16
TBFB: ~0.1s

- A good response time.
- Further optimization steps
discussed in the paper.

Future Improvements

- Fine tune parameters

- Try Docling
- Try RAGflow
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https://docling-project.github.io/docling/
https://ragflow.io/

Reproducibility

Currently there are 2 versions:

A local implementation.
A Container implementation:
Based on Docker — Portable

This implementation is available at:
https://tel-zur.net/papers/EduHPC25

telzur@TUF:~/science/smart-agent-2$ tree

HER I

o
©
©

benchmark_11m_full.py
benchmark_11m_gpu.py

course_materials
— Parallel_Processing_Syllabus_2025B_Tel-Zur.docx
— Parallel_programming.pdf
— PP2025B.pdf

Il S
— build_index.py

— docx

— main.py

— pdf_loader.py

ooy

docker-compose.yml Docker
Dockerfile

entrypoint.sh

index index

course.faiss
IR - /index/course.faiss
metadata. json
meta.jsonl
models
— mistral-7b-instruct-v0.1.Q4_K_M.gguf

[

— readme_guy.txt

README . md
requirements. txt requirements

[

5 directories, 22 files
telzur@TUF:~/science/smart-agent-2$ [


https://tel-zur.net/papers/EduHPC25

The paper

The paper is available at: https://arxiv.org/abs/2509.11947

A GPU-Accelerated RAG-Based Telegram Assistant for Supporting
Parallel Processing Students
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Abstract
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aligned with the “Introduction to Parallel Processing” course mate-
rials [1]. GPU acceleration signific
bling practical deployment on consumer hardware. This ap-
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ntly improves inference latency
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1 Introduction
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“This paper
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The system is deployed as a Teleg;
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rolled in the "Introduction to Par
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privacy and responsiveness. The term RAG was coined by Lewis. P.
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g them to ground
ather than relying
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1 Processing” course[8]. 1
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2 Project description

1 have been teaching Parallel Processing for more than 20 ye:
In 2014 1 described the course called "An Introduction to Parallel

Processing” in the EQuHPC 2014 workshop[7). The current course

ars.

Permission to m

Copyright held by the owner/author(s). Publication rights licensed to ACM

web site is available at [8]. Every lecturer is committed conduct re-

basis, for answer,

ception hours, on a wee g students questions,

sometimes this time slot isn't enough especially toward the final ex-
aminations dates where the students are more focused on learning
x. In addition.

some of the student may feel shy and will avoid asking questions

toward the exams and have more questions to p

during these hours. Today when Al is becoming so advanced it is

possib to these needs whe:

to provide a soluti

a smart agent

can be available continuously 24 x 7 x 365. When this project idea

red my imagination. a few months ago, developing a smart

nt was still a complicated task. However, with the accelerating

pace of Al it is now becoming a very popular topic and there are

many alternative ways to implement smart agents. However, the

project that I describe here st que features
« This project is built using only open-source tool. This means
that there are no licensing issues, no payments, and everything is

cy is kept if that is

running on a stand alone computer so that p
important to the users.

© This smart agent uses a Telegram interface which is available
from any platform (desktop, mobile phone, tablet, etc').

 The smart bot ca commodity computer preferably with
a Graphics Processing Unit (GPU). In this project I use an ASUS
TUF F17 laptop with 32GB RAM and an Nvidia GeForce RTX 4060
GPU, and the response t

n run on

ne was found to be reasonable. In addition.

the smart agent project simplicity allows it to be implemented as

an educational assignment in Al related courses in addition to the

main goal of helping students

3 Deployment
le PDF file and together

The course slides were ms

with the electronic version of the course textbook(10] serv
the knowledge base for the smart-agent. A document preparation

pipeline is next in order to build a searchable knowledge base for
the RAG system.

A schematic chart showing all the project building blocks is
shown in Figure 1. A screen capture of the Telegram window show-

between the user and the

gent is shown in Figure

The Embeddings Generator converts each chunk of the course
documents into numerical vector embeddings. This stage uses
M-L6-v2 embedding model locally (via
sentence-transformers), ensurin

the open-source all-Mi

privacy and low cost. The Vector
Database (FAISS) stores the embeddings and their metadata for f

similarity search. It enables retrieval of the most relevant chunks

based on semantic sit

ilarity to user queries. The Chunking and

metadata indexing splits documents into m

512-1024 tokens) with overlap and keeps source references for

nageable pieces (e.g

later citation. The Retrieval-Augmented Generation (RAG) pipeline



https://arxiv.org/abs/2509.11947

A demo video

https://voutu.be/AgBvKRingoQ

74



https://youtu.be/AqBvKRingoQ

Discussion & Collaboration

I will be happy to collaborate!

Email: gtelzur@bgu.ac.il

Website: https://tel-zur.net

Linktr.ee: https://linktr.ee/telzur

YouTube channel: @tel-zur computing

Thank you!
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